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The numerical solution of a magnetoplasmadynamics accelerator intended for supersonic airbreathing

propulsion systems is presented. The numerical method solves the Favre-averaged Navier–Stokes equations closed

by the Wilcox k!model, including the nitrogen vibrational energy and a finite rate chemical solver accounting for

electron-beam ionization, electron attachment, and dissociative recombination. The fluid-flow equations are solved

in conjunction with the electric-field-potential equation. Because of the recombination time of the electrons with the

charged particles being in the order of microseconds, the interaction region is more or less confined to the area when

e-beam ionization is applied. In this manner, a Faraday-type configuration can be obtained by using only one

electrode pair. The impact of the length of the interaction region and the strength of the magnetic field on the

efficiency are assessed. It is observed that the efficiency obtained numerically is as much as 40% less than the

theoretical predictions for the highest magnetic field considered of 4 T. This is attributed to 1) the current

concentration near the electrodes’ edges causing a significant voltage drop and 2) unsteady behavior in the center of

the channel due to the interaction between finite rate chemistry and electromagnetism. Nonetheless, an efficiency

within 25% of the theoretical predictions can be obtained at high magnetic field by decreasing the width of the

interaction region to one-tenth of its height.

Nomenclature

A = Avogadro’s number, 6:02257 � 1023

B = magnetic field vector
b = constant function of � and K
C = charge, C
CP = specific heat at constant pressure
c = mass fraction
E = electric field vector
E = total energy
e = charge of one electron, 1:60207 � 10�19 C
e = internal energy
ev = nitrogen vibrational energy
e0v = nitrogen vibrational energy at equilibrium
h = enthalpy
j = current vector
K = work interaction parameter, Ey=�vxBz�
k = turbulence kinetic energy
L = length of the interaction region
M = Mach number

M = molecular weight
m = atom or molecule mass
N = number density
P = pressure
Pk = turbulence kinetic energy production term
Pr = Prandtl number
q = flow speed
qb = energy deposited to the flow from the electron beams
R = gas constant
Sc = Schmidt number
St = Stuart number, �effB

2L=��q�
s = sign of a species (�1 for negative ions and electrons

and �1 for positive ions)
T = temperature
v = velocity vector
W = chemical source term
X = matrix needed to compute the effective conductivity
� = ratio of the specific heats
�ij = Kronecker delta
� = efficiency
�v = nitrogen characteristic vibration temperature
� = thermal conductivity
�e = electron thermal diffusion
� = viscosity, mobility
	 = mass diffusion coefficient

 = ratio between the Joule heating and the work
� = density
� = electrical conductivity
~� = tensor conductivity
�eff = effective electrical conductivity taking into account

ion slip
�k = user-defined constant for the Wilcox k! model
�! = user-defined constant for the Wilcox k! model
�vt = vibration-translation relaxation time
� = electric field potential
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! = turbulence kinetic energy specific dissipation rate

Subscripts

t = turbulent
v = vibrational
1 = station 1
2 = station 2

Superscripts

e = electron
k = kth species
? = turbulent and molecular

Introduction

A IRBREATHING jet engines propulsing present-day aircraft
provide thrust through conversion of the heat added chemically

into work, which is accomplished by compressing and expanding the
fluid before and after the heat addition, respectively. Although this
has proven to be a viable concept for flight over a limited Mach
number range, extending the flight Mach number envelope of
airbreathing jet engines is not a trivial task. Difficulties originate
from the complicated compression process in the inlet, which needs
to be accomplished with minimal losses. To minimize losses while
maintaining a high pressure in the combustor, radical variations in
the design/geometry of the engine are needed as the aircraft
accelerates from rest to hypersonic speeds.

This prompted the development of substantially different engine
designs such as the turbojet, the ramjet, and the scramjet to cover the
flight Mach number envelopes 0–3, 3–7, and 7–15, respectively. It
follows that to operate from rest to high speeds, the different designs
must be combined into one or somehow substituted to one another
during flight. Adding to the challenge are the high heat loads
characteristic of hypersonic flight, effectively rendering any type of
mechanical control on the engine geometry a challenging endeavor.

Magnetoplasmadynamics (MPD) has recently been the focus of
substantial interest as a means to improve the performance of
supersonic and hypersonic flight vehicles. One possibility that MPD
offers is the bypass of the flow kinetic energy from the inlet to the
nozzle, such as in project AJAX [1,2] or as in other derived concepts
[3,4]. By bypassing some of the flow energy around the combustor
through an MPD generator and accelerator, it is foreseen that high-
speed propulsion systems could deliver a higher efficiency through a
larger Mach number range without requiring significant changes to
the engine geometry.

Another application that requires the use of anMPD accelerator is
the magnetoplasma jet engine, as first proposed in [5]. As shown in
Fig. 1, the engine produces thrust through an MPD accelerator with
the energy emanating from a stack of fuel cells. Before entering the
fuel cell compartment, the incoming air is decelerated to Mach 1
through anMPD generator to prevent damage to the fuel cells due to
shocks. The power generated by the MPD generator and by the fuel
cells is then distributed to one MPD accelerator located downstream
of the fuel cells and to a second accelerator located in the high-speed
duct. The power is split between the two accelerators such that the
thrust of the engine is maximized, with most of the power typically
being directed to the accelerator in the high-speed duct. The air is
ionized with electron beams because it is the most efficient way
currently known to sustain ionization in cold air. Quasi-one-
dimensional studies [5] indicate that the magnetoplasma jet engine
can deliver a specific impulse higher than that of the turbojet or the
ramjet in the Mach number range 3–5 without requiring significant
changes in the engine geometry.

In this paper, a numerical study of an MPD accelerator using
electron-beam ionization is presented. The flow conditions are
representative of the MPD accelerator in the high-speed duct of the
magnetoplasma jet engine for a flight Mach number of 4 and a
dynamic pressure of 50 kPa. A new numerical method is presented to
tackle this problem. The method solves the Favre-averaged Navier–

Stokes equations closed by the Wilcox k! model, including the
nitrogen-vibrational-energy transport equation and an eight-species,
finite rate, low-temperature air-chemical solver to obtain the electron
and ion number densities. The chemical reactions include
dissociative recombination and electron attachment, which depend
on the electron temperature determined locally from the electricfield.
The electric field and the current are obtained through the solution of
the electric-field-potential equation, including the Hall effect and the
ion slip effect. As needed to solve the electric-field-potential
equation, the conductivity is obtained from the electron/ion number
densities originating from the solution of thefluid-flowequations and
from the electron mobility, which is determined locally as a function
of the effective electric field.

Governing Equations

Fluid Dynamics

The mass-conservation transport equations for the neutral
molecules and the negative/positive ions is fixed to
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where ck is the mass fraction of species k, and Wk are the chemical
source terms obtained in the usual form from the set of reactions
outlined in Table 1. The effective diffusion coefficient is composed
of molecular and turbulent contributions and corresponds to
	k

? � 	k � �t=Sct, where�t is the turbulent viscosity and Sct is the
turbulent Schmidt number (here, given a value of 1). The molecular
diffusion 	k is determined from Wilke’s mixing rule and from the
Dixon–Lewis polynomials [12] and also contains a correction to
account for ambipolar diffusion: for the ions, the molecular diffusion
is multiplied by the factor 1� Te=T, with Te being the electron
temperature. Because the electron temperature can be asmuch as 100
times higher than the translational energy, the ambipolar diffusion
coefficient becomes very high, reaching values that can exceed the
turbulence eddy diffusion. This has a large impact on the
conductivity, especially in the near-wall regions, in which the
turbulence diffusion is small and the electron temperature is large.

No mass-conservation transport equation is solved for the
electrons. Rather, the electron number density is obtained from the
number density of the other charged particles, assuming a neutral
plasma. This is a fair assumption for this problem because the
number density of the charged species is sufficiently high for the
plasma to be considered neutral.

The momentum equation for the neutrals takes on the following
form:
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Fig. 1 Schematic of the fuel-cell-powered magnetoplasma jet engine

[5].
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The term on the right-hand side is the Lorentz force inwhichCk is the
charge (either positive or negative, in coulombs) of the kth species,
Nk is the number density, and vk is the velocity vector of the kth
species. The effective pressure includes a contribution from the
turbulence P? � P� 2

3
�k, where the pressure is determined

assuming a thermally perfect gas:

P�
Xns
k�1

Rk�ckT

Also, the effective viscosity corresponds to�? � �� �t, where� is
determined from Wilke’s mixing rule with polynomials for each
species found in [12].

The turbulence transport equation is derived from the laminar
form (outlined in [13,14]) using a similar approach used to derive the
Favre-averaged Navier–Stokes equations outlined in [15]:
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where �e the electron mobility. Under the Boussinesq
approximation, it can be shown that the modeled form of the
effective vibrational energy conductivity corresponds to
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�
(4)

where Prt the turbulent Prandtl number, which is set to the same
value as that used in the total-energy transport equation (i.e., 0.9).
The fraction of the Joule heating consumed in the excitation of the
vibration levels of the nitrogen molecule, �v, is obtained from the
effective electric field in the electron frame of reference, as tabulated

in Table 2. The nitrogen vibration energy at equilibrium can be
written as a function of the characteristic vibrational temperature of
nitrogen [18]: e0v � RN2�v=�exp��v=Tv� � 1� and Tv can be
obtained from ev � RN2�v=�exp��v=Tv� � 1�. The nitrogen
characteristic vibration temperature is set to 3353 K [19] and RN2

is set to 296:8 J=�kg 	 K�. The vibration-translation relaxation time
(in seconds) can be obtained from [13,14]:

1
�vt
� N � 7 � 10�16 exp

�
� 141
T1=3

�
� NO � 5 � 10�18 exp

�
� 128
T1=2

�

(5)

where the static temperature is expressed in Kelvin and the number
density has units of 1=m3.

For the Wilcox k! model [20], the turbulence kinetic energy and
the specific-dissipation-rate transport equation correspond to

Table 1 An 8-species, 28-reaction, air-chemical model; species consist of e�, O2, N2, O, N, O�2 , N
�
2 , and O�2

No. Reaction Rate coefficient, 1=s or cm3=s or cm6=s Reference

1a e� � N2 ! N�2 � e� � e� 10�8:3�36:5=# cm3=s [6]
1b e� � O2 ! O�2 � e� � e� 10�8:8�28:1=# cm3=s [6]
2a e� � O�2 ! O�O 2:0 � 10�7�300=Te�0:7 cm3=s [7]
2b e� � N�2 ! N�N 2:8 � 10�7�300=Te�0:5 cm3=s [8]
3a O�2 � N�2 ! O2 � N2 2:0 � 10�7�300=T�0:5 cm3=s [8]
3b O�2 � O�2 ! O2 � O2 2:0 � 10�7�300=T�0:5 cm3=s [8]
4a O�2 � N�2 � N2 ! O2 � N2 � N2 2:0 � 10�25�300=T�2:5 cm6=s [8]
4b O�2 � O�2 � N2 ! O2 � O2 � N2 2:0 � 10�25�300=T�2:5 cm6=s [8]
4c O�2 � N�2 � O2 ! O2 � N2 � O2 2:0 � 10�25�300=T�2:5 cm6=s [8]
4d O�2 � O�2 � O2 ! O2 � O2 � O2 2:0 � 10�25�300=T�2:5 cm6=s [8]
5a e� � O2 � O2 ! O�2 � O2 1:4 � 10�29�300=Te� exp��600=T� exp��700�Te � T�=TeT�� cm6=s [8]
5b e� � O2 � N2 ! O�2 � N2 1:07 � 10�31�300=Te�2 exp��70=T� exp��1500�Te � T��=TeT� cm6=s [8]
6 O�2 � O2 ! e� O2 � O2 8:6 � 10�10 exp��6030=T��1 � exp��1570=T�� cm3=s [9], Chap. 2
7a O2 ! e� � O�2 2:0 � 1017qb=N 1=s [10]
7b N2 ! e� � N�2 1:8 � 1017qb=N 1=s [10]
8a O2 �O2 ! 2O� O2 3:7 � 10�8 exp��59; 380=T��1 � exp��2240=T�� cm3=s [7,11]
8b O2 �N2 ! 2O� N2 9:3 � 10�9 exp��59; 380=T��1 � exp��2240=T�� cm3=s [7,11]
8c O2 �O! 3O 1:3 � 10�7 exp��59; 380=T��1 � exp��2240=T�� cm3=s [7,11]
8d N2 �O2 ! 2N� O2 5:0 � 10�8 exp��113; 200=T��1 � exp��3354=T�� cm3=s [7,11]
8e N2 �N2 ! 2N� N2 5:0 � 10�8 exp��113; 200=T��1 � exp��3354=T�� cm3=s [7,11]
8f N2 �O! 2N� O 1:1 � 10�7 exp��113; 200=T��1 � exp��3354=T�� cm3=s [7,11]
9a O� O� O2 ! 2O2 2:45 � 10�31T�0:63 cm6=s [7,11]
9b O� O� N2 ! O2 � N2 2:76 � 10�34 exp�720=T� cm6=s [7,11]
9c O� O� O! O2 � O 8:8 � 10�31T�0:63 cm6=s [7,11]
9d N� N� O2 ! N2 � O2 8:27 � 10�34 exp�500=T� cm6=s [7,11]
9e N� N� N2 ! 2N2 8:27 � 10�34 exp�500=T� cm6=s [7,11]
9f N� N� O! N2 � O 8:27 � 10�34 exp�500=T� cm6=s [7,11]
9g N� N� N! N2 � N 8:27 � 10�34 exp�500=T� cm6=s [7,11]

Table 2 Electron temperature, fraction of energy consumed in the

excitation of the vibration levels of the nitrogen molecule, and

electron mobility as functions of the effective electric field (from [16]
and Chap. 21 of [17])

jE� ve � Bj=N, V 	m2 Te, K �v �e�, kg=V 	ms

0:1 � 10�20 2866 0.00004 0.272
0:2 � 10�20 4549 0.0218 0.200
0:3 � 10�20 6233 0.1495 0.174
0:4 � 10�20 7069 0.2968 0.153
0:6 � 10�20 8677 0.5502 0.127
0:8 � 10�20 10,051 0.6934 0.112
1:0 � 10�20 11,256 0.7792 0.101
2:0 � 10�20 14,227 0.9338 0.083
3:0 � 10�20 17,198 0.9652 0.078
5:0 � 10�20 20,337 0.9233 0.069
8:0 � 10�20 23,045 0.6497 0.058
10:0 � 10�20 26,140 0.4678 0.055
14:0 � 10�20 34,434 0.2467 0.053
20:0 � 10�20 46,874 0.1102 0.051
30:0 � 10�20 57,904 0.0411 0.048
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where Pk is set as in [21] and where �?k and �?! correspond to
�� �t=�k and �� �t=�!, respectively, with �k and �! user-
specified constants set to two.Knowing the turbulence kinetic energy
and its specific dissipation rate, the eddy viscosity can be found from
�t � 0:09��k=!� [20].

The total-energy transport equation in turbulent form is derived
from the laminar form, with attention given to ensure its consistency
when solved in conjunction with the turbulence kinetic energy and
nitrogen-vibrational-energy transport equations. The total energy
here refers to the energy of the neutrals and the ions, excluding the
energy of the electrons, which is determined locally as a function of
the effective electric field:
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The first and second terms on the right-hand side correspond to the
work due to the Lorentz force, the third term corresponds to the ion
Joule heating, and the fourth term corresponds to the electron Joule
heating.

The total energy E corresponds to

E�
XnS
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ckek � cN2ev � k�
1

2

Xd
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v2i (9)

The internal energy ek contains the heat of formation and the
translational, rotational, vibrational, and electronic energies at
equilibrium. For all species except nitrogen, the translational,
rotational, vibrational, and electronic energies are assumed to be at
equilibrium at the temperature T; for nitrogen, the vibrational energy
ev is determined from a separate transport equation. The species
energy is obtained from the enthalpy hk 
 ek � RkT, which is
determined from temperature-dependent polynomials fromMcBride
et al. [22], typically valid for most species in the range
200 � T � 20; 000 K. It is emphasized that eN2 and hN2 , as well
as e and h, do not include the nitrogen vibrational energy. Should the
temperature exceed the limit for which the polynomials are valid, the
species internal energy is assumed calorically perfect in the range
exceeding the maximum temperature (either 6000 or 20,000 K,
depending on the species). Because the total energy does not include
the electron energy, it is important to make sure that the heat added/
removed through chemical reactions is appropriately modeled
through the difference in the heat of formation between the products
and reactants. Because the McBride polynomials are written such
that the enthalpy of the electrons is zero at 298 K, no additional
source terms are needed. For consistency between the total energy
and the nitrogen-vibrational-energy transport equations, the
effective thermal conductivity and the Prandtl number need to be
set to

�? � CP
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Prt

�
(10)
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CP � cN2

@e0v
@T

�
(11)

where CP corresponds to @h=@T (where h does not include the
nitrogen vibrational energy) and the molecular thermal conductivity
for the mixture � is determined from the Mason and Saxena relation
and polynomials obtained from [12].

Electrodynamics

Because the plasma is assumed neutral, and further assuming that
the electron/ion interactions and the electron/ion pressure gradients
are negligible compared with the ion/neutral and electron/neutral
collisions, the electric-field-potential equation can be shown to be
equal to

X
i
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@xi
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X
j

~�ij
@�

@xj
�
X
j

~�ij�vn �B�j
�
� 0 (12)

from which the electric field can be obtained as Ej ��@�=@xj. The
tensor conductivity corresponds to

~� ij �
XnS
k�1
jCkjNk�k�Xk��1ij � jCejNe�e�Xe��1ij (13)

with the matrix Xk equal to

Xk �
1 �sk�kB3 sk�kB2

sk�kB3 1 �sk�kB1

�sk�kB2 sk�kB1 1

2
4

3
5 (14)

where�k is the mobility of species k,Ck the charge in coulombs, and
sk is the sign (that is,�1 for the negative ions and�1 for the positive
ions). The latter takes into account the Hall effect for the electrons
and for the ions (i.e., the ion slip).

The electron temperature and the electron mobility are expressed
as functions of the effective electric field jE� ve �Bj=Nn in the
electron frame of reference, with the velocity of the electrons (and of
other charged particles) fixed to

�vk � vn�i �
X
j

sk�k�Xk��1ij �E� vn � B�j (15)

which assumes that the inertia of the ions/electrons and the pressure
gradient terms are negligible compared with the electron-neutral
collisions. The relationship between the electric field and the
mobility/electron temperature is obtained from data tabulated in
Chapter 21 of [17], as outlined in Table 2. Determining the electron
temperature andmobility in this manner assumes that the convection
terms and diffusion terms in the electron-energy transport equation
are negligible compared with the electron Joule heating and the
electron energy dissipation to the neutrals. This was verified by
implementing the electron-energy transport equation (as outlined in
[23]) and by comparing with the electron temperature obtained
locally from the effective electric field: except in near-wall regions,
negligible differences in the electron temperature are discernible;
further, a change in the overall efficiency of less than 1% is observed.
Determining the effective electric field in the electron frame of
reference as opposed to the neutral frame of reference is the correct
approach, as can be derived from basic principles. Determining the
electron temperature and mobility in the electron frame of reference
is critical to this problem, because the electron velocity can differ
from the velocity of the neutrals by more than one order of
magnitude. The ion mobilities are expressed as a function of the gas
temperature and total number density, following correlations based
on experimental data [24,25].
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Numerical Method

The fluid-flow equations are written in generalized coordinates in
strong conservation form, following the approach proposed in [26].
The discretization is accomplished through second-order-accurate
finite difference central stencils, except for the convection derivative,
which is discretized using the Yee–Roe flux-limited method [27,28].
The standalone Yee–Roe scheme is used without an entropy
correction term, because its use increases the amount of numerical
diffusion in the boundary layer. For a nonideal gas, including the
nitrogen-vibrational-energy transport, the eigenvalues of the flux
Jacobian (and corresponding eigenvectors) are similar to those
outlined in [29], but with the sound speed corresponding to the
square root of

@P=@�� 2
3
k� @P=@�E�E� P=�� 1

3
k � cN2ev � q2�

An arithmetic average (as opposed to a Roe-type average) is taken to
obtain the convective flux between the nodes. The time accuracy is
achieved through dual time stepping [29], and the solution is iterated
in pseudotime using a block-implicit approximate-factorization
algorithm and a linearization strategy of the viscous terms by Chang
and Merkle [30].

The electric-field-potential equation is discretized using a blend of
centered and upwinded finite differences to ensure monotonicity. An
implicit direct inversion is performed to advance the solution in
pseudotime, with convergence reached when the residual of the
electric field potential falls below a user-defined threshold.

Validation

The numerical method here outlined is an extension of theWARP
code [21,29] (a Favre-averaged chemically reacting scheme for
compressible flow), which was validated in detail in [31]. The 2-D
and 3-D validation cases include skin friction over a flat plate, the
growth of a compressible shear layer, the composition of a
hydrogen–air chemically reacting mixing layer, and the mixing
performance of a ramp injector.

However, several enhancements to the method are proposed:
1) the electric-field-potential solver, 2) electromagnetic source terms
to the momentum and total-energy equations, 3) the nitrogen-
vibrational-energy transport equation, and 4) an eight-species,
weakly ionized air, finite rate chemical solver. It would be ideal to
compare the method against a set of experimental data of air under
MPD control and ionized through electron beams for flow conditions
similar to those tackled herein. To the authors’ knowledge, such
experimental data are not yet available, except for one paper inwhich
MPD control is applied to air flowing over a wedge at supersonic
speeds [32]; unfortunately, the flow conductivity is not known.

It is hence preferred to validate the additional schemes added to the
WARP code through comparisons with exact solutions.

One-Dimensional Flow in a Duct

In [5], an exact solution for the one-dimensional weakly ionized
Euler equations is presented for the special case of a constant value of
the work interaction parameter. The configuration applicable to this
exact solution is shown in Fig. 2. For a given constant magnetic field
Bz, the electric fieldEy would correspond toEy � KBzvx, withK as
the work interaction ratio:

K 
 1� j 	 j=�
�j �B� 	 v (16)

For simplicity, we shall refer to the x component of the velocity as v
in this section and denote the flow conditions at the entrance of the
duct by the subscript 1. If b is defined as

b 
 �� � 1�K � 2��K � 1�
��K � 1��� � 1� (17)

then for a specified magnetic field and known conditions at the duct
entrance, we can findM as a function of x from:

�B2
z �x�x1�
�1v1

� b��1
b���1��K�1�� ln

��
M2�b�M2

1
�

M2
1
�b�M2�

�b�1
b exp�M�2�

exp�M�2
1
�

�
(18)

Knowing the Mach number, the temperature can then be found from
the following:

T

T1
�
�
b �M2

1

b �M2

�2�b�1�
b���1�

�
M1

M

����1�2b�4
b���1�

(19)

The temperature as a function of x is plotted in Fig. 3 and
compared with the numerical results obtained with the WARP code.
The inflow conditions correspond to a Mach number of 6, a pressure
of 2 kPa, and a temperature of 300 K. The specific heat ratio and the
gas constant are set to 1.4 and 287:06 J=kg 	 K, respectively, the
magnetic field is set to 1 T, and the conductivity to 100 mho=m.
WARP is modified so that the electric field is not obtained as a
function of the electric field potential, but rather is fixed according to
Eq. (16), with the velocity obtained from the temperature and Mach
number distributions.

Even using only 200 nodes, the numerical results are in excellent
agreement with the exact solution, with no discernible difference
observed.A comparison of the velocity and the pressure distributions
obtained analytically and numerically also show excellent
agreement.

Electric Field Potential in Rectangular Domain with Dirichlet

Boundary Conditions

As was performed in [33,34], an exact solution to the electric field
potential can be obtained for a rectangular domain with Dirichlet
boundary conditions. When the equation

@2�

@x2
� @

2�

@y2
� x exp�y� (20)

is solved on a rectangular domain with the following boundary
conditions,

��0; y� � 0; ��2 m; y� � 2 exp�y�; ��x; 0� � x
��x; 1 m� � x exp�1�

(21)

the analytical solution corresponds to �� x exp�y�. To match the
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source term in Eq. (20), the magnetic field vector is set to 0, 0, and
exp�y�=2 and the velocity vector to x, �x2=2, and 0.

As shown in Fig. 4, the grid is given a sine twist and some
clustering along x and y, to test the discretization stencils of � in
curvilinear coordinates. The � contours are in very close agreement
with the exact solution, with the error typically less than 0.05%
(Figs. 5 and 6).

Problem Setup

The problem consists of flow between two electrodes, with the air
being ionized externally by electron beams, as shown in Fig. 7.
Because of the very fast electron/ion recombination time in air for the
flow conditions considered, the conductivity of the plasma drops by
an order of magnitude within 1 mm or less. This is expected to

contain the current to the region 0:1 � x � 0:1� L m, hence
resulting in a two-electrode Faraday-type accelerator with the width
L being user-specified.

The inflow conditions are fixed to a Mach number of 4, a pressure
of 0.06 atm, and a temperature of 250 K, yielding a flow speed of
1266 m=s, density of 0:062 kg=m3, and a Reynolds number of
4:9 � 106 m�1. The voltage between the electrodes is varied such
that the total power input to the flow, including the power deposited
by the electron beams, is equal to 6:7L MW=m depth (the depth
being parallel to the z axis). The flow conditions and the power input
are representative of those occurring in a 10-m-long high-speed duct
part of the magnetoplasma jet engine for a flight Mach number of 4
and a flight dynamic pressure of 50 kPa.

The electron-beam power isfixed for all cases to 1.8MW/m3. This
yields more or less optimal performance because it is close to being
half the amount of Joule heating for the cases considered. Indeed, as
was shown in [5], should dissociative recombination be the main
electron-loss mechanism, optimal efficiency occurs when the
amount of power distributed to the electron beams corresponds to
half the amount of Joule heating.

At the wall, the temperature is fixed to 250 K for the translational-
energymodes and to adiabatic for the vibrational modes. That is, T is
fixed to 250K and @Tv=@y� 0 at the surface, reflecting a situation in
which the fluid can transfer energy directly to the surface only
through the translational-energy mode and not the vibrational mode.
It is necessary to treat the wall condition for the two energy modes in
a different manner, due to the high degree of vibrational
nonequilibrium and the surface interacting differently with the
translational- and vibrational-energy modes. Because the neutrality
of the plasma is enforced throughout the flow, there is no possibility
for the formation of plasma sheaths at the walls. This should be a
good assumption for this problem, because the thickness of the
sheath is expected to be negligibly small compared with the height of
the channel (that is, about the same thickness as the laminar sublayer
of the turbulent boundary layer). Nonetheless, about 200–300 V
could be lost through the plasma sheaths, which would entail a
reduction of the efficiency of 3–10% for the problems considered.

Performance Parameters

The efficiency is defined as the integral of the push power divided
by the total energy input (including the one originating from e-beam
ionization) throughout the domain:

� 

R
x

R
y�j � B� 	 vdxdyR

x

R
y�E 	 j� qb�dxdy

(22)

which corresponds to the integral of the work done over the total
energy input. It is noted that the integral of the work includes both
components of the Lorentz force: one acting in the direction of the
flow and the other acting perpendicularly to it. Although the Lorentz
force perpendicular to the aircraft line of motion would not instantly
create some thrust, it would still result in amomentum increase of the
working fluid that could be converted into thrust through interactions
with the walls of the engine, depending on how many losses occur
when the flow turns in the flight direction. It seems that few losses
occur through this process, because theMPDpush force predicted by
the efficiency closely matches that obtained through the difference
between themomentum increase of the fluid in the line ofmotion and
the skin friction.

Defined as the integral of the product between the push force and
the flow velocity divided by the total energy input to the flow, the
theoretical efficiency is obtained by solving the same governing
equations as those used by the numerical method, but by making the
following assumptions:

1) The current flows perpendicularly at all times to both the
magnetic field and the velocity vectors (that is, as in a Faraday
configuration).

2) The flow velocity and the electric/magnetic fields are assumed
to remain constant through the interaction process.
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The difference in the efficiency obtained theoretically and
numerically is hence attributable to the two-dimensional effects,
excluding the skin-friction losses.

Numerical Error

Because some unsteadiness is observed in the problem whenever
the magnetic field is increased beyond 1 T, all simulations are run
enforcing time accuracy using a dual time-stepping method with 60
subiterations. In so doing, it is important to evaluate the error
originating from the number of user-defined subiterations. For the
situation in which the unsteady effects are seen to be significant (that
is, for an interaction length of 10 cm and a magnetic field strength of
4 T), running the same problem using only 20 subiterations per
physical time step is seen to affect the efficiency by less than 0.01%.
Further, the residual of both the flow equations and the
electromagnetic equations decreases by typically four–five orders
of magnitude, indicating that a root is obtained at each physical time
step.

To determine the numerical error originating from themesh size, a
grid-convergence study is performed for the case of a 10-cm
interaction length and a 2-T magnetic field. Four grid levels
consisting of 100 � 80, 130 � 104, 169 � 135, and 220 � 176 nodes
are investigated. The solution is run in a time-accurate fashion, with
the time step decreased as the mesh size is increased. The impact of
themesh size on the efficiency is seen to be very small: as themesh is
increased from 100 � 80 to 220 � 176 nodes, the variation is less
than 1%.

Another user-defined grid parameter that can affect the accuracy of
the results is the grid spacing at the wall. Because the turbulence
model used herein does notmake use ofwall functions, it is important
to locate the first node close enough to the wall to well capture the
laminar sublayer of the turbulent boundary layer. For the problems
tackled here, the grid spacing at the surfaces is set to 30 �m, which
results in a value of y� at the wall of approximately four. A similar
value of y� was observed [21] for the same turbulence model and
similar flow conditions to be low enough to well capture the shear
stress at the wall and to yield the correct turbulent boundary-layer
thickness.

Results

The impact on the efficiency of themagnetic field and the length of
the interaction region are assessed in Table 3 and compared with the
theoretical prediction in Fig. 8.

As can be observed, the discrepancy between the theoretical and
numerical predictions is small at a low magnetic field and becomes
more pronounced as the magnetic field is increased. Further, the
discrepancy becomes less when the ratio between the height and the
length of the interaction region increases. This is attributed to the
significant amount of Joule heating taking place at the upstream edge
of the cathode and downstream edge of the anode when either the
magnetic field or the interaction length is increased.

This can be seen through Fig. 9, in which the ratio between the
local Joule heating and the average Joule heating throughout the
domain is plotted. Two observations can be made:

1) As the magnetic field increases, the Joule heating concentrates
on the trailing edge of the anode, due to current concentration caused
by the Hall effect.

2) The amount of Joule heating increases by about one order of
magnitude from Bz � 0:5 T to Bz � 4:0 T.

The current concentration does not seem to be impacted
significantly by the presence of the boundary layer, because similar
current streamlines are obtained for inviscid flow. Similarly, the
boundary layer is not affected too significantly by the current

Table 3 Efficiency and thrust as functions of the interaction length and the magnetic field

jBj, T L, m Sta Kb Power input, MW Joule heating, MW Joule heating within 5 cm
of walls, MW

� Friction drag, N Force, N Thrust, N

0.5 0.1 0:24 � 10�3 4.58 0.64 0.36 0.07 0.16 137.8 80.4 �57:4
1.0 0.1 0:93 � 10�3 2.84 0.64 0.30 0.09 0.26 135.4 130.1 �5:3
2.0 0.1 3:59 � 10�3 2.17 0.65 0.24 0.09 0.35 135.5 194.1 58.6
4.0 0.1 12:15 � 10�3 1.78 0.67 0.20 0.08 0.44 133.5 240.0 106.5
0.5 0.3 0:75 � 10�3 5.21 2.07 1.24 0.30 0.14 192.0 234.0 42.0
1.0 0.3 3:00 � 10�3 3.63 2.08 1.11 0.38 0.21 187.5 338.8 151.3
2.0 0.3 11:99 � 10�3 2.80 2.12 1.00 0.40 0.27 181.1 462.2 281.1
4.0 0.3 40:97 � 10�3 2.23 2.15 0.85 0.37 0.35 175.5 596.0 420.5

aThe Stuart number corresponds to �effB
2L=��q�, with q� 1266 m=s, �� 0:0620 kg=m3, and the average effective conductivity �eff weighted with the magnitude of the current

and the cell area.
bThe load interaction parameter K corresponds to Ey=�qjBj�, with Ey set to the difference in potential between the bottom and the top electrodes and q set to the inflow speed of
1266 m=s.
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concentration, as can be seen through the comparison of the velocity
contours with and without magnetic field near the trailing edge of the
anode in Fig. 10, as well as through the skin friction at the wall,
shown in Fig. 11. A similar small sudden growth of the boundary
layer is also observed near the leading edge of the cathode and is
attributed to the decrease of the density due to Joule heating.
Nonetheless, because most of the heating is deposited in the form of
nitrogen vibrational energy rather than translational energy, the
impact on the flow density (and hence the boundary-layer velocity
profiles) is small. This is confirmed through the heat transfer rates at
the wall, as plotted in Fig. 12: although a significant amount of heat is
deposited near the trailing edge of the anode, the heat transfer rate
increases by less than 20%, due to the Joule heating being mostly
consumed in the excitation of the vibrational levels of nitrogen. The
amount of power wasted near the wall in the form of Joule heating
can be assessed more or less by taking the integral of j 	 j=�e within
5 cm of the surfaces. As shown in Table 3, the amount of Joule

heating lost nearby both electrodes accounts for approximately half
of the discrepancy between the numerical results and the theoretical
prediction.

Because the skin friction is not taken into effect when computing
the efficiency from the CFD results, it follows that there must be
additional losses occurring in the middle of the channel that are not
predicted theoretically. Indeed, an unexpected phenomenon is seen
to occurwhen themagneticfield is increased beyond 1T: as shown in
Fig. 13, the current does not flow in a smooth vertical manner and
exhibits someoscillations in time. This unsteadiness in the solution at
a highmagnetic field is attributed to the interaction between the finite
rate chemistry and the electrodynamic phenomena. For the case of a
4-T magnetic field and a 10-cm-long interaction region, the relevant
properties (that is, the electron temperature, the electron number
density, and the effective conductivity) are superimposed to the
current streamlines in Fig. 14 for one given time step. The flow in the
middle of the channel is seen to be striated in regions of high and low
electron temperature, with the electron number density varying by
about two times from valley to peak.

A particularly interesting feature are the zones of higher
conductivity occurring in regions of lower electron number density.
Although the conductivity is proportional to the electron number
density, it is also proportional to the mobility, which is itself a
function of the electron temperature. It is emphasized that the latter is
not constant through the domain and varies as a function of the
effective electric field in the electron frame of reference. Because of
the significant variation of the effective electric field, the electron
temperature varies by as much as seven times from valley to peak.
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This entails a change in the mobility that is substantially more than
the variation in electron number density, hence relegating the impact
of the latter on the conductivity to a secondary role. As can be
observed through the time variation of the properties in Fig. 15, this
occurs despite the number density reaching its lowest value when the
electron temperature is at its lowest. The tendency of Ne to vary in
pair with the electron temperature is attributed to the high rates of
recombination and electron attachment (reactions 2a, 2b, 5a, and 5b
inTable 1) and their dependency on the electron temperature. Indeed,
the recombination and attachment processes yield a relaxation time
of about 1 �s, which is of similar magnitude to the time lapse
between the peaks of electron temperature and number density.

Along with the current concentration at the electrodes, the
unsteady phenomenon occurring at a high magnetic field is
postulated to be at the origin of the discrepancy, with the theoretical
predictions due to the presence of low-conductivity zones inducing a
higher amount of Joule heating losses in the middle of the channel.

Another difficulty encountered at a high magnetic field is the
increased induction length necessary for electron–ion recombina-
tion, as can be observed through the electron number density
contours near the anode in Fig. 16. This might first seem to be due to
the higher amount of Joule heating, hence resulting in a higher
temperature, which makes the density become lower (a lower flow
density increases the electron/ion recombination time and,
consequently, the induction length). However, as can be seen
through the near-wall temperature contours in Fig. 17, most of the
Joule heating is deposited to the flow in terms of nitrogen vibrational
energy, which dissipates rather slowly into translational energy.
Because the flow density depends directly on the translational
temperature and not the vibrational energy, the flow density in the
region of high Joule heating decreases negligibly as the magnetic
field is raised. Therefore, the high Joule heating is not believed to be
the main cause of the longer induction region. Rather, the slower

recombination time seems to originate mostly from the higher
electron temperature near the anode, as shown in Fig. 18. This
effectively reduces the rate of dissociative recombination and
electron attachment, hence resulting in a longer induction region.

Conclusions

The impact of the magnetic field and the interaction region length
on a one-electrode-pair Faraday accelerator confined by e-beam
ionization is assessed. It is found that the efficiency obtained
numerically can be as much as 40% less than the theoretical
predictions when the magnetic field is high. This is attributed to two
phenomena, one being voltage drop at the electrodes due to a higher
current concentration, and the second being the presence of unsteady
waves. The latter occurs only when the magnetic field is raised high
enough to cause a significant gradient of the electron temperature at
the electrodes.

Nonetheless, the losses induced by the unsteady phenomena and
the current concentration at the walls can be minimized by reducing
the width of the interaction region: when the latter is reduced
threefold, the efficiency reaches 0.44 at amagneticfield of 4T,which
is only 23% less than that of an ideal Faraday accelerator.

Another difficulty encountered is the rather high induction
distance occurring at the downstream edge of the anode, especially
when the magnetic field is high. The higher electron temperature at a
highmagnetic field results in a slower recombination of the electrons
with the ions, hence resulting in the induction region being 10–15-cm
long. This is worrisome because it will probably be necessary to
separate the electrode pairs by at least this distance to prevent arcing
in a segmented-electrode Faraday accelerator. Because the induction
length is of considerable size compared with the width of the
interaction region, the length of a segmented-electrode accelerator
would need to be considerably longer than predicted through one-
dimensional theory.
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