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Validation of Wilcox k–! Model for Flows Characteristic
to Hypersonic Airbreathing Propulsion
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Numerical results obtained with the WARP code solving the 1988 Wilcox k–! two-equation model are compared
with experimental data of � ow� elds characteristic of hypersonic airbreathing propulsion. The problems chosen
for the comparison include a shock/boundary-layer interaction case, a reacting and inert planar mixing case, and
two ramp injector mixing cases. In addition, a comparison is performed with empirical correlations on the basis
of skin friction for � ow over a � at plate and shear layer growth for a free shear layer. The agreement between the
numerical and experimental results varies between being reasonable and excellent, with a discrepancy generally
not exceeding 20%. It is found that the grid-induced error can be reduced to an acceptable level for most problems
with a reasonable mesh size. However, the free shear layer and the shock/boundary-layer interaction cases require
a considerably � ner mesh. The Wilcox dilatational dissipation correction is seen to be bene� cial in predicting
the growth of a free shear layer at a high convective Mach number, but its use is considered either questionable
or detrimental for the other cases. A proper choice of the turbulent Schmidt number is observed to be crucial in
predicting the injectant mole fraction contours for one of the ramp injector cases, with the best agreement obtained
with Schmidt number Sct � xed to 0.25. For the inert planar mixing case, overall better agreement is obtained when
setting both the turbulent Prandtl and Schmidt number to 0.5.

Nomenclature
a = speed of sound
C f = skin-friction coef� cient, 2¿w=½1q2

1
C± = problem-dependentparameter used in the

Roshko–Dimotakis shear layer growth correlation
c = species mass fraction
i; j; k = grid coordinates
J ¡1 = inverse of the metric Jacobian
k = turbulence kinetic energy (TKE)
kdiv = user-speci�ed constant used in conjunction with the

present implementation of the k–! model
M = Mach number
M = molecular weight
Mc = convective Mach number, .q1 ¡ q2/=.a1 C a2/
Mt = turbulent Mach number,

p
.2k=a/

P = pressure
Pk = production term of the TKE transport equation
Pr = Prandtl number
q = magnitude of the velocity vector
Re = Reynolds number
R1 = discretized residual
Sc = Schmidt number
S! = source term of the TKE speci� c dissipation rate

equation
T = temperature
x; y; z = Cartesian coordinates
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Nx; Ny; Nz = normalized Cartesian coordinates
yC = nondimensionalwall distance, y=¹

p
.½¿w /

² = dissipation rate of the TKE
¹ = viscosity
» = convergence criterion
»verge = user-de� ned convergence criterion threshold
½ = density
¿w = wall shear stress
! = dissipation rate per unit of TKE

Subscripts

k = kth species
t = turbulent
w = wall
1 = � rst stream of a planar shear layer
2 = second stream of a planar shear layer
1 = freestream

Introduction

A CCURATE prediction of the � ow� elds in and around the var-
ious components of hypersonic airbreathing vehicles through

computational methods has become an area of increasing interest
in recent years. This high interest in accurate computational re-
sults originates partly from the dif� culty in obtaining in a labora-
tory environment the high � ow speed and enthalpy characteristic
of high-speed � ight and partly from the dif� culty in measuring all
� ow quantities and parameters of interest. One such parameter that
needs to be assessed accurately is the skin friction along the body
surface,which can account for a substantialportionof the total drag
on the vehicle.1 Of equal importance is the prediction of the inert
or reacting mixing layer in either the inlet 1¡3 or the combustor,4¡6

especially that originatingfrom ramp injectors7 and its variants.8¡10

Other � ow regions that are also particularly dif� cult to predict nu-
merically are shock/boundary-layer interactions. These can occur
in the inlet and especially the combustorof the vehiclewhere strong
shocks intersect a thick boundary layer. Recirculation regions asso-
ciated with these interactionscan signi� cantly alter the skin friction
and increase the heat load on the surface of the vehicle.

261



262 PARENT AND SISLIAN

Hence, modern numerical methods need to be validated to avail-
able experimental data of the mentioned � ows if con� dence in
them is to be gained in predicting the � ow in and around hyper-
velocity airbreathing vehicles. Wilcox11 used the Settles et al.12

shock/boundary-layer interaction case, a variant of the Brown and
Roshko,13 Papamoschouand Roshko,14 and Dimotakis15 compress-
ible shear layer growth correlation, and the Van Driest II skin-
friction correlation to validate the Wilcox dilatational dissipation
correction11 when used in conjunction with the 1988 Wilcox k–!
model.16 For some cases however, it is not clear what the magnitude
of the grid-inducederror is. In Ref. 17, Marshall and Kurkov investi-
gate experimentallyand numerically an inert mixing layer between
hydrogen and vitiated air. Excellent agreement is obtained on the
basis of the species mole fraction, and reasonable agreement is ob-
tained on the basis of � ow stagnation temperature, Mach number,
and pitot pressure.A reactingmixing layer between hydrogenand a
mixtureofvitiatedair andoxygenis alsopresented,forwhich thenu-
merical method underestimatesthe reactingmixing layer growth by
approximately33%. The numericalmethodof Marshall and Kurkov
uses an algebraic turbulence model, and there is no assessment of
the grid-inducederror. Waitz et al.7 compare the helium mass frac-
tions of a Mach 6 ramp injector � ow� eld obtained experimentally
to the ones obtained using a laminar version of the SPARK18;19

code. Partly because of the too coarse mesh in use and partly be-
cause of the absence of a turbulence model, the mixing rates are
not capturedaccuratelyand the numerical resultsare used primarily
to gain better physical insight in the mechanisms responsible for
the formation of the axial vortices. Later, the experimental data of
Waitz et al.7 is used by Lee et al.20 to validate numerical results
obtained with the 1988 Wilcox16 k–! model including the Wilcox
dilatationaldissipation. Overall good agreement is observed on the
basis of the maximum injectantmass fraction decay, but neither the
impact of thedilatationaldissipationcorrectionnor the grid-induced
error is quanti� ed. In Ref. 8, Donohue et al. compare experimental
data of a Mach 2 swept ramp injector � ow� eld to numerical results
obtained with the SPARK code used in conjunction with the alge-
braic Baldwin–Lomax turbulence model without a compressibility
correction.The authors8 observe some unreasonablyhigh values of
the turbulent viscosity and suggest that a two-equation turbulence
model might be better suited for this � ow� eld. It is not stated what
the grid-inducederror is.

In this paper, numerical results are compared with the already
mentioned experimental data of Settles et al.,12 Marshall and
Kurkov,17 Waitz et al.,7 and Donohue et al.,8 as well as with the Van
Driest II skin-friction correlation and the Roshko–Dimotakis shear
layer growth correlation(seeRefs. 13 and 15). The numerical results
are obtained with the WARP code10;21 using a two-equation turbu-
lence model coupled with a dilatational dissipation correction and
the Jachimowsky22 hydrogen–air chemicalsolver.Particularempha-
sis is given to quantifying the impact of the dilatationaldissipation
correction and the grid-inducederror for all problems presented.

Description of the Numerical Method
The numerical method solves the multispecies Favre-averaged

Navier–Stokes equations closed by the 1988 Wilcox two-equation
k–! turbulence model16 and the Wilcox dilatational dissipation.11

Unless otherwise speci� ed, the turbulent Schmidt number and the
turbulent Prandtl number are � xed to 1.0 and 0.9, respectively.The
freestream value of ! is set to 10q1=m. When applicable, the 9-
species22-reactionJachimowski chemicalmodel22 is used.A struc-
tured mesh is used with the governingequations written in general-
izedcoordinatesfollowingtheapproachbyViviand23 andVinokur.24

Second-order-accuratediscretizationstencilsare used for all deriva-
tives, except for theconvectionderivative,which is discretizedusing
the Yee–Roe � ux-limited scheme (see Refs. 25 and 26). No entropy
correctionis used because it is unnecessaryfor the problems tackled
herein and it increases signi� cantly the grid-inducederror.10 High-
temperature polynomials27 are used to determine the enthalpy and
the speci� c heat at constant pressure. The set of equations is iter-
ated in pseudotimeusinga block-implicitapproximate-factorization
algorithm28;29 and the marching window acceleration technique.21

Convergence is attained when » · »verge for all inner nodes part of
the computationaldomain, with »verge a user-de� ned constant and »
de� ned as in Ref. 21, that is, as the maximum between the residual
of the continuity and energy � ux-conservationequations:

» ´ max
ns

k D 1
Rkth continuity

1

J ¡1½
;

Renergy
1

J ¡1½ E
(1)

with the discretized residual R1 corresponding to the sum of all
discretizedderivatives.To enhancethe robustnessof the pseudotime
integration, it was found necessary to modify the source term of the
speci� c dissipation rate equation in the following manner21:

S! D
J ¡1!

max[k; min.kdiv; !¹=½/]

5

9
Pk ¡ 5

6
½k! (2)

with kdiv a user-speci�ed constant. For kdiv D 0, the latter becomes
the speci� c dissipation rate source term as outlined by Wilcox.16

For kdiv > 0, a higher pseudotime step can be used, improving the
convergence rate. The minimum between kdiv and !¹=½ is taken
so that the speci� c dissipation rate equation is modi� ed only in
nonturbulent � ow regions, such as the laminar subregion of the
turbulent boundary layer, for example. In addition to permitting
larger pseudotime steps to be used, the latter modi� cation is here
necessary to prevent a division by zero in the source term of the !
transport equationbecause the turbulencekinetic energy sometimes
decreases to negative values when hydrogen–air mixing problems
are solved. This is attributed to the lack of positivity preservation
of the Yee–Roe scheme, which is here used to solve in coupled
form the convection terms of all transport equations. It is essential
to apply the Yee–Roe scheme to all transport equations to retain the
monotonicity preservation property of the Roe scheme due to the
strong coupling between the k transport equation and the � uid � ow
equations (see Ref. 21).

Note that the user-de� ned parameters »verge and kdiv can affect the
results substantially when set to a too high value. For this reason,
particular care is taken for all cases shown herein in ensuring that
the error originating from »verge and kdiv is minimized and remains
signi� cantly below the grid-inducederror.

Comparison with Empirical Correlations
Flat Plate

In contrast to the k–² models, a property of the k–! model is
its inherent ability to solve the laminar subregion of the turbulent
boundary layer without the introductionof additional low Reynolds
number termsor theuseofwall functions.This is particularlyimpor-
tant in the accurate prediction of shock/boundary-layer interaction
problems and other problems where the boundary layer is subject to
an adverse pressure gradient.30 However, the addition of the Sarkar
(see Ref. 31) dilatational dissipation terms affects the accuracy of
the baselinemodel as the freestreamMach number increases; this is
observed in the simulation of an adiabatic � at plate at a freestream
Reynolds number per meter of 5 £ 106, at a temperature of 120 K
and at a Mach numbervariedbetween0.3 and 6. (The problemsetup
is shown in Fig. 1.) The shear stress is measured at the out� ow, 1 m
downstream of the leading edge. A 392 £ 300 grid with the � rst
node distant from the wall by 5, 5, 10, and 15 ¹m for the freestream

Fig. 1 Schematic of the � ow� eld, computational domain, and bound-
ary conditionsfor the � atplatevalidationcase; all dimensions in meters.
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Fig. 2 Skin-friction coef� cient at the trailing edge of an adiabatic � at
plate vs freestream Mach number; T1 = 120 K, Re1 = 5 ££ 106/m with
air the medium; k–!, k–!-S, and k–!-W refer to the k–! model used
with no dilatational dissipation correction, with the Sarkar dilatational
dissipation correction, and with the Wilcox dilatational dissipation cor-
rection, respectively.

Mach number 0.3, 2, 4 and 6, respectively. For each case, this is
found to result in a value of the nondimensional wall distance yC

smaller than unity for most of the length of the � at plate. The user-
de� ned parameter »verge is here set to 50/s for a freestream Mach
number of 2, 4, and 6 and to 1/s for a freestream Mach number of
0.3.

For a freestream Mach number of 4, an estimate of the error on
the skin-friction coef� cient is performed by solving four different
grids, that is, 98 £ 75,196 £ 150,392 £ 300, and 784 £ 600.For the
baseline k–! model, the skin-friction coef� cient 1 m downstream
from the leading edge is seen to correspond to 0.00131, 0.00122,
0.001181, and 0.001167. The 392 £ 300 mesh overestimates the
skin-friction coef� cient by approximately 2% and is the mesh size
used to obtain the data shown in Fig. 2. Figure 2 shows a com-
parison of the skin-friction coef� cient obtained numerically to the
Van Driest II correlation. Note that, due to the low freestream tem-
perature, high-temperature effects are negligible, and a calorically
perfect gas can be assumed. This is importantwhen comparingwith
the Van Driest II correlation because the latter does not take into
account high-temperatureeffects of the gas. At least up to Mach 6,
the Wilcox modeling of the dilatational dissipation term (denoted
by k–!-W) does not signi� cantly alter the shear stress, whereas the
Sarkar modeling (referred to by k–!-S) causes a decrease in C f

of 19% at the highest freestream Mach number. Although it ex-
hibits good performance, the Wilcox correction is tested here only
for a � ow Mach number not exceeding 6 due to lack of reliable
experimental data for higher Mach numbers. Whether the Wilcox
dilatational dissipation correction remains accurate at a freestream
Mach number in excess of 6 is questionable.

For a freestream Mach number of 0.3, 2, 4, and 6, it is found that
the maximum value of k in the boundary layer at the domain exit is
approximately 16, 850, 4000, and 10,000 m2/s2, respectively. At a
freestreamMach number of 2, a kdiv value of 1, 100, and 800 m2=s2

is found to translate to a skin-friction coef� cient at the domain exit
of 2:00 £ 10¡3, 1:96 £ 10¡3, and 1:41 £ 10¡3 units, respectively.
Hence the thickness of the boundary layer at the exit is seen to be
decreased by 21% when kdiv is set to 800 m2=s2 and decreased by
2% when kdiv is set to 100 m2=s2 . Therefore,a valuegiven to kdiv less
than 1/10th of the maximum value of k in the boundary layer results
in a shearstressandboundary-layerthicknesswithin 2% of thevalue
obtainedwith a vanishingkdiv . Hence,we setkdiv to 100m2=s2 for the
freestreamMach numbers 2, 4, and 6. Interestingly,for a freestream
Mach number of 0.3, a value of kdiv approximately 10 times less
than the maximum value of k in the boundary-layerpro� le, that is,
2 m2=s2 , is found not to be suf� ciently small and translates in a 7%

overestimation in the shear stress and in a 13% overestimation in
the boundary-layer height at the domain exit. A value for kdiv of
0:001 m2=s2 is hereafter chosen for this freestream Mach number.
The sensitivity of the k–! model to the user-speci�ed parameter
kdiv is seen to be more important for subsonic boundary layers than
for supersonic ones; for subsonic boundary layers, it is suggested
to use a value for kdiv smaller than 1/100th the maximum value
of k in the boundary-layer pro� le. For supersonic � ows, using a
kdiv value 1/10th the maximum value of k in the boundary-layer
pro� le is suf� cient for a 2% accuracy on the wall shear stress and
boundary-layer thickness.

Compressible Shear Layer
Despite its apparent simplicity, a turbulent shear layer is one of

the most dif� cult turbulent � ow� elds to solve using a two-equation
model.30 In addition, shear layers obtained experimentally14 with
convective Mach numbers in excess of 0.5 exhibit a reduction in
growth rate with increasing Mc , which requires the addition of a
dilatational dissipation term to the turbulence model. As shown in
Fig. 3, a 2-m-long shear layer is investigated herein and compared
to the empirical correlation proposed by Brown and Roshko13 and
Brown32 multipliedby thecompressibilitycorrectionfactorfor com-
pressible shear layers outlined by Papamoschou and Roshko14 and
later by Dimotakis.15 This empirical correlation is here referred to
as the Roshko–Dimotakis correlation and can be written as

growthRoshko¡Dimotakis

D 1
2

C± £ .q1 ¡ q2/

speed difference
between the two
streams

£
p

½1 C p
½2

q1
p

½1 C q2
p

½2

inverse of
incompressible
average speed

£
1 C 4 exp ¡ 3M2

c

5

Papamoschou-Roshko
correction for
compressible shear layer

(3)

where C± is a problem-dependent parameter that usually lies be-
tween 0.25 and 0.45. Note that the incompressible average speed
(outlined in the latter equation) is found by equating the incom-
pressible stagnationpressure of both streams in a Galilean frame of
reference traveling at a speed equal to the incompressible convec-
tive velocity with respect to the laboratory frame of reference (see
Dimotakis15 ). For simplicity, the effect of a density difference13 on
the shear layer growth is not included in Eq. (3) because this effect
tends to be very small. (It alters the growth by less than 5% for
even the highest density difference tested experimentally.) Figure 4
shows the magnitude of the Papamoschou–Roshko compressibil-
ity correction for a convective Mach number range 0 < Mc < 2:4.
Equation (3) shows that the shear layer growth is proportional to
the difference in speed between the two streams and inversely pro-
portional to the incompressible average speed, which always lies
between the speed of both streams. This is an important property of

Fig. 3 Schematic of the computational domain setup for the shear
layer validation cases; all dimensions in meters.
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Fig. 4 Empirically based shear layer growth correction factor by Pa-
pamoschou and Roshko14 vs the convective Mach number.

Fig. 5 Shear layer growth between Mach 7 and Mach 7 ¡¡ 2Mc
airstreams; P = 10 kPa and T = 300 K for both jets; to determine the
Roshko–Dimotakis shear layer growth, C± � xed to 0.25.

the shear layer growth, which explains the reduced mixing occur-
ring for a high Mach number and high temperature � ow compared
to a � ow with high Mach number but low temperature.

Before the shear layerstart,a short10-cm-long� at plate is applied
to the two jets to prevent a singularity at the point of injection.
Air is the medium for both streams at a pressure of 10 kPa and a
temperatureof 300 K. The in� ow Machnumberof the secondstream
is � xed to 7, while the in� ow Mach number of the � rst stream is
set to 7 ¡ 2Mc . The convective Mach number of the system can be
taken as Mc D .q1 ¡ q2/=.a1 C a2/ with q the speed and a the sound
speed and the subscripts 1 and 2 referring to each of the two jets
at the in� ow section. The user-de� ned parameters kdiv and »verge are
set to 1:1 m2=s2 and 10/s.

To assess the error originatingfrom the grid, three mesh levels are
computedand the solutioncompared.At a convectiveMach number
of 1.0, using the Wilcox dilatationaldissipationcorrection and grid
size of 191£ 80, 381 £ 160, and 762 £ 320 nodes is observed to
result in a shear layer growth (measured as the height of the shear
layer at x D 2:0 m divided by 2 m) of 0.0150, 0.0134, and 0.0126,
respectively.A 762 £ 320 mesh is chosen to performall simulations
shown in Fig. 5, with the grid-induced error for that mesh size
estimated to translate to a 6% overestimation of the shear layer
growth. Note that the mesh is constructed such that the gridlines
are aligned with the x-velocity contours and that 75% of the grid
points along the cross-stream grid coordinate j are ensured to be
inside the shear layer at any x station for the Mc D 1 case. The same
mesh is used for all cases. The shear layer growth for 0 < Mc < 2
is shown in Fig. 5. Both the Wilcox and Sarkar modeling of the
dilatational dissipation term improve the baseline k–! model, and
the agreement with the empirical correlation is good for C± here
� xed to 0.25.

Comparison with Experimental Data
Settles et al.12 Shockwave/Turbulent Boundary-Layer Interaction

Experimental data of a shock/boundary-layer interaction prob-
lem that is widely used in the computational � uid dynamics (CFD)

community to validate turbulencemodels and/or compressibleCFD
methods is the Mach 2.84 wedge � ow by Settles et al.12 (schema-
tized in Fig. 6). The incomingair stagnationtemperatureis of 262 K,
which results in a freestream temperature of 98 K. The freestream
Reynolds number per meter is set to 6:3 £ 107, whereas the in� ow
Mach number is set to 2.84. Through a trial-and-error approach, a
� at plate length of 2.2 m is here found adequate in generating a
2.11-cm boundary-layerthicknessat the start of the separationbub-
ble, in accordancewith experimentallyobservedresults.No entropy
correction is used in conjunctionwith the Yee–Roe scheme. Values
of 7/s and 1 m2=s2 are used for »verge and kdiv, respectively.Because
of the relativelyhighfreestreamReynoldsnumber,a smallwall node
spacing of 1 ¹m is necessary to ensure a value of yC below 1 for
most of the � at plate and wedge. Note that the use of a small wall
node spacing is found to be particularly important when measur-
ing the skin-frictioncoef� cient C f , but less important in measuring
the pressure at the wall. The mesh is designed such that approxi-
mately 25% of the grid lines in the streamwise direction and 70%
of the gridlines in the cross-stream direction are allocated to the
recirculation bubble. A grid-convergencestudy of the skin-friction
coef� cient and wall pressure is shown in Fig. 7. The comparison
between the latter properties is performed using grids consisting of
220 £ 110 nodes,440 £ 220 nodes, and 880 £ 440 nodes. It is found

Fig. 6 Grid design of the Settles et al.12 shockwave/turbulent
boundary-layer interaction problem; all dimensions in meters unless
otherwise noted.

Fig. 7 Grid convergence study of the skin-friction coef� cient and the
normalized pressure along the wall for the Settles et al.12 case using the
Wilcox k–! model including the Wilcox dilatational dissipation correc-
tion;¹s is the distance along the wall normalizedwith the boundary-layer
height (2.11 cm).
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Fig. 8 Skin-frictioncoef� cient and normalizedpressure alongthe wall
for a wedge angle of 20 deg; grid size of 880 ££ 440 nodes used; ¹s is
the distance along the wall normalized with the boundary layer height
(2.11 cm).

that even for the � nest mesh, the solution still exhibits a somewhat
signi� cant dependencyon thegrid.When it is assumed that the trend
shown would remain as the mesh is further re� ned, it is estimated
that, for the � nest mesh, the error on the skin-friction coef� cient is
of 5% before the recirculation bubble and of 15% along the com-
pression surface. The error of the pressure is estimated to be of 4%
on the compressionsurface.The error of the size of the recirculation
bubble along the streamwise coordinate is estimated to be of 20%.
Because of the high number of effective iterations needed for con-
vergence (1294, 2186, and 4768 effective iterations for the coarse,
medium, and � ne meshes, respectively), a solution on an even � ner
mesh proved to be too time consuming with current computational
capabilities.

With use of a mesh of 880 £ 440 nodes, a comparison is made
in Fig. 8 between the baseline k–! model and the baseline k–!
with the Wilcox dilatational dissipation correction (k–!-W). The
Sarkar modi� cation is not presented here because it is not applica-
ble to wall bounded � ows. Interestingly, better agreement with ex-
perimental data is obtained using the baseline k–! model, without
the inclusion of the dilatational dissipation term. Note that Settles
et al.12 observed the length of the separationas obtained by oil � ow
measurements to be signi� cantly larger than the one obtained from
the surface pressure. It is argued by the experimentalists that the
shock is not perfectly steady and exhibits a low-frequency oscilla-
tion in the streamwise direction. This is postulated to be the cause
of the discrepancyobserved experimentallybetween the size of the
separation bubble deduced from the skin friction and the pressure
measurements.It is possible that, without this oscillation,the exper-
imental pressure measurements would indicate a somewhat larger
separation bubble, resulting in a better performance of the dilata-
tional dissipation correction.

Marshall–Kurkov17 Planar Mixing Problem
A numerical and experimental investigation of a planar mixing

layer problem between vitiated air and hydrogen was performed by
Marshall and Kurkov.17 The experimental apparatus setup is shown

Fig. 9 Experimental setup of the Marshall–Kurkov planar mixing
problem17; all dimensions in millimeters.

Fig. 10 Boundary conditions and computational domain dimensions
(in millimeters) used to reproduce the Marshall–Kurkov mixing
problem.17

schematically in Fig. 9. The vitiated air corresponds to a mixture
of water vapor and nitrogen in mass proportions of 0.768:0.232.
The computational domain dimensions and boundary conditions
used to reproduce numerically the experiment setup are shown in
Fig. 10. The user-adjustable parameters kdiv and »verge are set to
100 m2=s2 and 100/s, respectively,and no entropycorrectionterm is
used in conjunctionwith theYee–Roe scheme.A 4.76-mmhydrogen
step height is used, and the thickness of the wall separating the
hydrogen jet from the incoming air is assumed negligible and set to
zero. A 50-cm-long � at plate is found necessary to create the 1-cm-
thick incoming boundary layer at x D 0 present in the experiments.
Note that the thickness of the incoming air boundary layer plays
a small role in the mixing process and is not considered critical
to the success of this simulation. The hydrogen jet in� ow velocity
is set to 1190 m/s, with a pressure of 125 kPa and a temperature
of 261 K. The air properties at x D ¡ 0:5 m are set to a velocity
of 1589 m/s, a static pressure of 118 kPa, and a temperature of
1150 K. The wall boundary condition is adiabatic. Because of the
� ow Mach number being considerably less than 6, compressibility
effects in the turbulent boundary layer are not present (Morkovin’s
hypothesis). In as much as the shear layer strength is also relatively
small at a convective Mach number of »0.21, no compressibility
effect is expected in the mixing layer as well. This is con� rmed by
our numerical results: There is no discernible difference between
the results obtained with the k–! model (without the dilatational
dissipation correction) and those obtained with the k–!-W model
(with the Wilcox dilatational dissipation correction).

The entire � ow� eld is resolved using a 520 £ 380 mesh, with
41% of the nodes allocated to the mixing region. The grid spacing
at the wall is set to 1 ¹m, which results in a value of yC smaller than
1 for most of the � ow� eld, except in the vicinity of the hydrogen
and air in� ow boundaries.A comparison of results obtained using a
260 £ 190, 520 £ 380, and 1040£ 760 mesh reveals no signi� cant
difference between the volume fraction pro� les, with the largest
grid-induced error observed being in the stagnation pressure at the
edgeof the shear layer.The sharp turbulent/nonturbulentinterfaceat
the edgeof the shear layermakes the stagnationpressureparticularly
sensitive to the grid, as can be seen in Fig. 11.

Qualitative good agreement is obtained between the k–!-W
model and the Marshall–Kurkov17 data, with a relative difference
generally not in excess of 20%, on the basis of the volume fraction,
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Fig. 11 Grid convergence study between three mesh levels of the stag-
nation pressure measured at x = 35.6 cm; Wilcox dilatationalcorrection
is used alongside Wilcox k–! model.

a)

b)

c)

d)

e)

Fig. 12 Comparison between numerical results and experimental data from Marshall and Kurkov17 at x = 35.6 cm; numerical results obtained using
mesh size of 520 ££ 380 nodes, using Wilcox dilatational dissipation correction alongside the Wilcox k–! model.

pitot pressure, Mach number, and stagnation temperature, shown in
Fig. 12. For all � ow properties presented here, the best agreement
between the k–! model and the experimental results is obtained
when the turbulent Schmidt number and turbulent Prandtl num-
ber are both set to 0.5. This is not surprising because the turbulent
Prandtl number is recommended to be set to 0.5 when simulating
shear layers (see Ref. 30). It is generallyset to 0.9 to model correctly
the temperature pro� les in the turbulent boundary layer, which re-
sults in a better prediction of the heat � ux at the wall. The largest
discrepancy observed is in the � ow stagnation temperature, with a
relative differenceof 40% between the computed and experimental
data. This is believed to be an error in the experimental data rather
than in the computeddata because the experimentalstagnationtem-
peraturepro� le indicatesa larger mixing layer growth than the pitot
pressure and Mach number pro� les determined empirically.

In the preceding setup, note that the volume fraction corresponds
to

volume fraction of kth species D
ck

Mk

ns

l D 1

cl

Ml

(4)
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Fig. 13 Species volume fraction at x = 35.6 cm for the reacting mixing
layer case of Marshall and Kurkov.17

whereas the stagnation pressure is obtained numerically, following
the approach outlined in Ref. 33, and the stagnation temperature
is determined from conservation of total enthalpy. In regions of
subsonic � ow, the pitot pressure is set to the stagnation pressure,
and in regions of supersonic � ow, the pitot pressure is set to the
multiplication of the stagnation pressure by the stagnation pressure
ratio found from the normal shockwave relation (which assumes a
calorically perfect gas).

Using the same geometry as shown in Fig. 9, Marshall and
Kurkov17 further investigate a reacting mixing layer between hy-
drogen and a mixture of vitiated air and oxygen. Compared to the
inert case, the in� ow conditions for the hydrogen are not altered,
whereas the in� ow conditions for the vitiated air are changed to a
temperature of 1260 K and a species composition of oxygen, wa-
ter vapor, and nitrogen with the mass fractions being 0.26, 0.256,
and 0.484, respectively. Neither the grid nor the air in� ow speed
and pressure are altered from the inert case. The nine-species (H2,
O2 , H, O, OH, H2O, HO2, H2O2, and N2) Jachimowsky22 chemical
model is used along with WARP. Both the turbulentPrandtl number
and Schmidt number are set to 0.5. The Wilcox dilatational dissi-
pation is used in conjunction with the k–! model. The comparison
between our numerical results and the experimental data is shown
in Fig. 13. The numerically obtained mixing layer growth underes-
timates that obtained experimentally by approximately 21% on the
basis of the y positionof maximum water vaporvolume fractionand
by approximately33% on the basis of the hydrogenvolume fraction
at the mixing layer edge. Marshall and Kurkov17 observed a similar
discrepancyon comparisonwith a space-marchingmethod using an
algebraic turbulence model.

Waitz et al.7 Ramp Injector
A Mach 6 ramp injector is investigated experimentally by Waitz

et al.7 with a geometryshown in Fig. 14. A 400-mm-long� at plate is
here found necessary to create the experimentallyobserved bound-
ary layer height of 5 mm at the injector start. Air enters the domain
at a speed of 958 m/s, a pressure of 4370 Pa, and a temperature of
63.4 K. Helium is injectedat an angle of 4.76 deg with respect to the
x axis, a speed of 1274m/s, a pressureof 4370Pa, and a temperature
of 162.2 K. Note that, in the experiments, not all of the helium is
injected at an angle of 4.76 deg. Rather, the angle of injection is
noted by the experimentalists to be 0 deg near the bottom of the
ramp and 4.76 deg at the top of the ramp. Because it is unclear how
the angle of injection varies with the y coordinate, we prefer to � x
it everywhere to 4.76 deg. Although this is not expected to alter sig-
ni� cantly the mixing rate, this could have an impact on the injectant
mass � ux center. The in� ow velocities and temperatures result in a
Mach number of 6.0 for the airstream, 1.7 for the helium jet, and a
convective Mach number of 0.38. The user-de� ned parameters kdiv

is set to 1000 m2=s2, which is 1/10th or less of the maximum value

Fig. 14 Schematic of Waitz et al.7 ramp injector; all dimensions in
millimeters unless otherwise speci� ed.

a)

b)

Fig. 15 Grid convergence study for Waitz et al.7 ramp injector case
using Wilcox k–! turbulence model without the dilatational dissipa-
tion; distances normalized with injector height 25.4 mm based on a) the
maximum helium mass fraction of helium and b) the helium mass � ux
center.

of k in the incoming boundary layer and on the external surfaces of
the injector.The convergencethreshold»verge is set to 400/s, and the
wall node spacing is � xed to 10 ¹m, which results in a value of yC

at the wall of approximately 3 in the mixing region and along the
� at plate upstream of the injector. Note that, although a somewhat
lower value for yC is generally recommended along with the k–!
model, setting yC to 3 is here found to result in a minimal error of the
boundary-layer thickness and wall shear stress. A lower value for
yC would be detrimental for this problem because more grid lines
would be needed near the surfaces,which would result in fewer grid
lines allocated to the mixing layer. A grid-convergencestudy with
meshes using 208 £ 78 £ 53, 330 £ 124 £ 84, and 521 £ 195 £ 132
grid points reveals a negligible numerical error at all mesh levels
(Fig. 15) for the maximum helium mass fraction and the helium
mass � ux center. The medium mesh (330 £ 124 £ 84 nodes) is used
to obtain the helium mass fraction decay and helium mass � ux cen-
ter shown in Figs. 16a and 16b. Good agreement with experimental
data is reproduced,and the “goodness”of the mixing is striking: In
a mixing region length less than 1 m, the maximum helium mass
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a)

b)

Fig. 16 Comparisonbetween k–!/k–!-W models and the Waitz et al.7

ramp injector experimental data with grid of 330 ££ 124 ££ 84 nodes and
distances normalized with the injector height 25.4 mm, based on a) the
maximum helium mass fraction of helium and b) the helium mass � ux
center.

fractiondrops below 0.1. Although this � ow� eld is hypersonic,and
hypersonic � ow� elds are notorious for their very slow mixing, one
should consider the very low freestream temperature that results in
a very low � ow speed (958 m/s). Because the growth of the shear
layer is inversely proportional to the � ow speed [Eq. (3)], it can be
stated that, due to the very low freestream temperature, the Waitz
et al.7 ramp injector results in an optimistic predictionof the mixing
layer growth (and, hence, the rate of decay of the maximum injec-
tant mass fraction) as compared to a mixing scenario that would
occur in nominal � ight conditions.Furthermore, as can be observed
in Fig. 16, the dilatationaldissipationplays a small role, both in the
boundary layer and in the mixing layer due to low convectiveMach
number and axial vortices strength. However, note that slightly bet-
ter agreement is observed on the basis of the maximum injectant
mass fractionwhen not using the dilatationaldissipationcorrection.
Last, although not shown here, the mixing is found to be reduced
signi� cantly when the � at plate length upstream of the injector is
reduced from 400 to 0 mm (Fig. 14). This is believed to be due
to an increased amount of turbulenceconvected from the boundary
layer to the mixing layer, hence, augmenting the spreading rate of
the mixing layer.

Donohue et al.8 Swept Ramp Injector
A Mach 2 swept ramp injector mixing problem is studied ex-

perimentally and numerically by Donohue et al.8 Because of the
advancedmeasuring techniqueutilized, the experimental results in-
clude the contours of many � ow properties of interest at different
cross-streamplanes and serve as an excellent testbed for validating
our numericalmethod. In this paper, however, only a comparisonof
the injectant mole fraction contours at different streamwise stations
is shown. Mixing takes place in a 30-mm-deep and 18.1-mm-high
duct using the swept injector design shown in Fig. 17. A grid com-
posed of 2.4 million nodes is judged suf� cient for this problem
because it gives mass fraction contours of the injectant close to
those obtained using a 0.33-million-node mesh. When the maxi-

Fig. 17 Schematic of Donohue et al.8 swept ramp injector; all dimen-
sions in millimeters unless otherwise speci� ed.

Fig. 18 Injectant mole fraction at different x-stations for the Donohue
et al.8 injector case where H is heightof the injector, 5 mm. Experimental
data reprinted with permission from AIAA.

mum volume fraction of the injectant at the domain exit obtained
on the coarse mesh is compared to the one obtained on the � ne
mesh, a relative increase of only 18% is observed. To simulate the
2-mm-high incoming boundary layer present in the experiments, a
7-cm constant area duct is concatenated to the injector domain. A
rectangular injectant jet (as opposed to a circular jet) is used in the
numerical simulations to simplify the gridding process. The duct
walls at y D § 15:2 mm are simulated as symmetry planes to con-
centrate the nodes in the mixing region. The wall node spacing is
set to 6 ¹m, which translates into a value of yC of approximately 4
throughoutthemixingregion.The incomingair is set to a pressureof
30.8 kPa, a temperatureof 163 K, and a Mach number of 2, whereas
the injectant in� ow is � xed to a speed of 470 m/s, a temperature of
180 K, and a mass � ux of 0.00261kg/s. Particular attention is given
to matching the injectant speed and mass � ow rate between the ex-
periments and numerical simulation because these two parameters
are known to in� uence the mixing process signi� cantly.10 Also, a
short constant area runway of 2 mm is imposed to the injectant be-
fore injection. The user-adjustableparameters kdiv and »verge are set
to 1100 m2=s2 and 300/s, respectively, and no entropy correction
term is used along with the Yee–Roe scheme. The maximum value
for the turbulence kinetic energy in the boundary layer is seen to
vary between 1500 and 2500 m2=s2. Note that the valuegiven to kdiv
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is not the recommended value of 1/10th the maximum value of k in
the boundary layer. However, it was not possible to obtain conver-
gence at a lower value of kdiv in this case. Based on previous results
for turbulent � at plates, a value of kdiv half the maximum value of k
in the boundary layer induces an error on the boundary-layerthick-
ness of approximately 10%. This is considered acceptable for this
problem because the injectant mole fraction is not expected to be
signi� cantly altered by small changes in the boundary-layerheight.
The dilatational dissipation correction is observed to play a small
role in this case. An additional simulation ran without the dilata-
tional dissipation showed a relative decrease of only 15% in the
maximum injectant mole fraction at x D 40 mm. Figure 18 shows a
comparison between the injectant mole fraction contours obtained
experimentallyand with the presentnumericalmethodon the planes
x D 2:5, 10, and 40 mm. At a turbulent Schmidt number of 0.25,
good agreement is shown on the basis of the shape and size of the
region spanned by the injectant, and acceptableagreement is shown
on the basis of the injectant mole fraction quantities. However, � x-
ing Schmidt number Sct to 1 results in underpredictedmixing and a
maximum injectantmole fractionmore than two times the one mea-
sured experimentally in far � eld (Fig. 18). Hence, a good choice of
the turbulent Schmidt number is seen to be critical in the correct
prediction of this � ow� eld.

Conclusions
The agreement between our numerical results and the empirical

correlations or experimental data presented herein varies between
being reasonable and excellent. The largest discrepanciesobserved
are of 40% on the basis of the � ow stagnation temperature for the
Marshall and Kurkov inert planar mixing case and of 33% on the
basis of the mixing layer growth for the Marshall and Kurkov re-
acting mixing case. A discrepancy not exceeding 20% is observed
on the basis of 1) the separation bubble streamwise length for the
Settles et al. case, 2) the shear layer growth of two airstreams in
the convective Mach number range 0 · Mc · 2 when compared to
the empirical correlation, and 3) the pitot pressure and Mach num-
ber for the Marshall and Kurkov case. A discrepancy of less than
10% is observed on the basis of 1) the skin friction over a � at
plate in the range 0 · M · 6, 2) the species volume fraction for the
Marshall and Kurkov case, 3) the maximum injectant mass fraction
for the Waitz et al. case, and 4) injectant mole fraction contours for
the Donohue et al. case.

A grid-induced error of less than 2% is observed in the skin-
friction coef� cientwhen using a mesh of 392 £ 300 nodes spanning
the � at plate domain. For the shear layer simulations, it was neces-
sary to increase the grid size to 762£ 320 nodes to reduce the error
on the shear layer growth to less than 6%. The main dif� culty in
capturing the growth of the shear layer accurately originates from
the discontinuityof the turbulentpropertiesat the edges of the shear
layer. Another case that is here observed to require a particularly
� ne mesh is the Settles et al. shock/boundary-layerinteractionprob-
lem. Even when a mesh composed of 880 £ 440 nodes is used, an
error of 20% is estimated on the streamwise length of the recir-
culation region. This is postulated to occur for two reasons: 1) a
high number of gridlines are needed in the boundary layer due to
the very small wall distance of 1 ¹m necessary to capture the skin
friction and boundary-layerheight accurately and 2) a high number
of nodes are needed to resolve the viscous pro� les inside the thin
shockat the pointwhere the shock interactswith the boundarylayer.
For the mixing problems of Marshall and Kurkov, Waitz et al., and
Donohueet al., a relativelymodestmesh size is neededto capture the
speciesmass fractionswith acceptableaccuracyat different stream-
wise stations.However, it is cautionedthat � nermesheswould likely
be needed to capture accurately the mixing ef� ciency of such � ow-
� elds when the injectant stoichiometricmass fraction is small: The
mixing ef� ciency is strongly dependent on the � ow properties on
the edges of the mixing layer, which require a large number of grid
points to be resolved properly.

The use of the Wilcox dilatational dissipation correction is seen
to be necessary in predicting the compressible shear layer growth,
at least in the range 0 · Mc · 2. Although the dilatational dissipa-

tion correctiondoes not signi� cantly alter the ability of the baseline
k–! model to predict the skin friction over a � at plate correctly, it
is here tested only up to a freestream Mach number of 6. It remains
questionablewhether it is bene� cial at a higher � ow Mach number.
For the Settles et al. shock/boundary-layerinteraction problem, the
use of the dilatational dissipation is seen to be detrimental because
it results in a signi� cant overpredictionof the size of the separation
bubble.Furthermore,better agreementon the basis of the maximum
heliummass fractiondecay is obtainedwithout thedilatationaldissi-
pation for the Waitz et al. ramp injector case. Note that the turbulent
Schmidtnumber is � xed to 1.0 for theWaitzet al. case.A lowervalue
of Schmidt number Sct is expected to induce a more rapid decay of
the maximumheliummass fraction,and better agreementcould then
be obtained with the dilatational dissipation rather than without.

The separate effects of the turbulentSchmidt number and the tur-
bulent Prandtl number is investigated for the Marshall and Kurkov
inert planar mixing case. Overall better agreement is obtainedwhen
setting both Prt and Sct to 0.5. For the Donohue et al. air–air swept
ramp injector problem, the choice of turbulent Schmidt number is
observed to be crucial in predicting the injectant mole fraction con-
tours.At a turbulentSchmidt numberof 1.0, the maximum injectant
mole fractionobtainednumerically is as much as three times the one
obtainedexperimentally.At a turbulentSchmidt numberof 0.25, the
discrepancy is minimal, and good agreement is observed with the
experimental data.

A user-speci�ed parameter kdiv is introduced in the current im-
plementation of the speci� c dissipation rate transport equation to
improve the robustness of the pseudotime stepping. It is recom-
mended to set kdiv to less than 1/10th of the maximum value of k
in the turbulent boundary layer for M ¸ 1 and to less than 1/100th
of the maximum value k for M < 1. For � ow over a � at plate at
a freestream Reynolds number of 5 £ 106/m and temperature of
120 K, this is seen to result in a negligible error on the turbulent
boundary-layer thickness and skin-friction coef� cient. At a Mach
number of 2, setting kdiv to half the maximum value of k results in
a 10% overpredictionof the boundary-layer thickness.
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